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Figure 1. Our proposed Diffusion Noise Optimization (DNO) can leverage the existing human motion diffusion models as universal
motion priors. We demonstrate its capability in the motion editing tasks where DNO can preserve the content of the original model and
accommodates a diverse range of editing modes, including changing trajectory, pose, joint location, and avoiding newly added obstacles.

Abstract

We propose Diffusion Noise Optimization (DNO), a new
method that effectively leverages existing motion diffusion
models as motion priors for a wide range of motion-related
tasks. Instead of training a task-specific diffusion model
for each new task, DNO operates by optimizing the diffu-
sion latent noise of an existing pre-trained text-to-motion
model. Given the corresponding latent noise of a human
motion, it propagates the gradient from the target criteria
defined on the motion space through the whole denoising
process to update the diffusion latent noise. As a result,
DNO supports any use cases where criteria can be defined
as a function of motion. In particular, we show that, for mo-

tion editing and control, DNO outperforms existing meth-
ods in both achieving the objective and preserving the mo-
tion content. DNO accommodates a diverse range of edit-
ing modes, including changing trajectory, pose, joint lo-
cations, or avoiding newly added obstacles. In addition,
DNO is effective in motion denoising and completion, pro-
ducing smooth and realistic motion from noisy and partial
inputs. DNO achieves these results at inference time with-
out the need for model retraining, offering great versatility
for any defined reward or loss function on the motion rep-
resentation.
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1. Introduction
Many applications of great interest to the motion model-
ing community can be framed as “finding a plausible mo-
tion that fulfills a set of criteria”, typically formulated as
minimizing a cost function addressing the given constraints.
These include but are not limited to generating motions that
follow a trajectory, target locations for joints, keyframes,
or avoiding obstacles; denoising, completing missing parts
of a motion or editing an existing one. Though they may
seem diverse, a unified framework should be able to ad-
dress these diverse yet relevant tasks, which typically follow
a task-agnostic motion prior that ensures plausible motions
and task-specific cost functions. Such high-quality motion
priors are highly sought after, often with efforts that focus
on improving architectures. Yet, a truly versatile frame-
work utilizing the underlying motion prior expressively is
still lacking.

Among many human motion priors, the diffusion-based
models [14, 33, 41, 46, 66, 80] have become the most
prominent ones by achieving impressive performance on
certain motion modeling tasks. Avatar Grow Legs [14] and
EgoEgo [41] can generate full-body motions from limited
joint specifications, such as head and hand poses, but their
specific scope precludes their use as general motion priors.
PriorMDM [66] introduces a more flexible setting; however,
the underlying root-relative motion representation requires
dense condition signals for individual joints or keyframes,
limiting its use to a small set of applications. OmniCon-
trol [80] addresses this limitation by augmenting the mo-
tion diffusion model with another network to encode input
conditions. While this improves the fidelity and quantity
of control signals, it is not always straightforward to sup-
port many other constraints. For instance, generating loco-
motion in a scene with obstacles requires a perception of
the physical scene, which is unclear how to cover arbitrary
scenes effectively. It is only exacerbated when the scene
dynamically changes over time, such as a scene populated
by other human agents. GMD [33] presents a more versatile
approach by limiting the conditioning to task-based objec-
tives, which theoretically supports arbitrary use cases. Yet
there is a trade-off between this flexibility and the fidelity
of controls and quality of motions.

To this end, we propose a simple yet effective approach
to utilize a motion diffusion model as a motion prior. By
treating the denoising process as a black box, we can frame
motion-related tasks, such as motion editing and refine-
ment, as optimization problems on the latent manifold of the
diffusion model, similar to other classes of generative mod-
els such as GANs [50] and VAEs [59] where optimization is
seen as iteratively updating the solution on the learned mo-
tion manifold (Fig. 2a). In this work, we demonstrate that it
is possible and feasible to back-propagate gradients through
the full-chain diffusion process, and then optimize the noise

vector based on user-provided criteria in the motion space.
This simple approach, dubbed Diffusion Noise Optimiza-
tion (DNO), which we show to be effective at editing and
preserving contents, is a unified and versatile framework
that supports a wide variety of applications without the need
for fine-tuning the underlying motion model for each spe-
cific application. By changing the optimization objective,
defined as any differentiable loss function computed on the
output motion, DNO enables the diffusion model to effec-
tively serve as a motion prior.

Our experiments show that our unified framework DNO,
without any model fine-tuning, produces high-quality mo-
tions for motion editing, outperforming existing methods
in both preserving the motion content and fulfilling a wide
range of objectives including changing trajectory, pose,
joint location, and avoiding obstacles. In addition, we
demonstrate that it can produce smooth and realistic motion
from noisy and partial inputs. Lastly, we provide extensive
studies to validate our design choices, which can serve as a
basis to effectively extend our framework to other motion-
related tasks.

2. Related Works

Motion synthesis, editing, and completion. The human
motion generation task aims to generate motions either con-
ditionally or unconditionally [51, 62, 81, 89, 90]. Vari-
ous conditioning signals have been explored such as partial
poses [15, 20], trajectories [34, 66, 77, 88], images [7, 59],
music [38, 39, 42], objects [79], action labels [16, 52], scene
[27], or text [1, 18, 19, 35, 53]. Recently, the focus has been
on generating motion based on natural-language descrip-
tions using diffusion-based models [8, 73]. These mod-
els, utilizing the CLIP model [57], have shown significant
improvements in text-to-motion generation [6, 84, 87] and
support conditioning on partial motions or music [2, 74].
Alternatively, the motion can be treated as a new language
and embedded into the language model framework [30, 85]
Nevertheless, they lack the ability to handle spatial condi-
tioning signals, such as keyframe locations or trajectories.
GMD [33] handles this problem with classifier-based guid-
ance at inference time to steer the denoising process to-
ward the target conditions. OmniControl [80] combined
GMD with ControlNet [86] to improve realism but limits
the conditioning signals to text and partial motion observa-
tions. However, motion editing under the motion synthesis
framework remains unexplored due to the lack of an explicit
mechanism to retain the original motion content.

In parallel, the generation of full-body poses from sparse
tracking signals of body joints has gained considerable in-
terest within the community. Previous work such as EgoEgo
[41], AGRoL [14], and AvatarPoser [31] while showing im-
pressive results, tend to be specialized models trained ex-
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plicitly for the motion completion or denoising task. There-
fore, it is unclear how we can leverage the motion priors in
these trained models for solving other tasks. In this work,
we focus on using the trained motion diffusion model to
tackle various motion-related tasks under a unified frame-
work including editing, completion, and refinement.

Diffusion models and guidance. Diffusion-based prob-
abilistic generative models (DPMs), a class of generative
models based on learning to progressively denoising the in-
put data, [24, 67, 70, 71] have gained significant attention
across multiple fields of research. They have been suc-
cessfully applied to tasks such as image generation [13],
image super-resolution [40, 63], speech synthesis [37, 55],
video generation [25, 26], 3D shape generation [54, 78], and
reinforcement learning [29]. The growing interest in the
diffusion-based model stems from their superior results and
impressive generation controllability, for example, in text-
conditioned generation [58, 61, 64] and image-conditioned
editing [3, 4, 9, 22, 48]. In terms of conditioning, there
are various methods for the diffusion-based models such as
imputation and inpainting [9, 10, 48], classifier-based guid-
ance [10, 13], and classifier-free guidance [23, 58, 61, 64].
For refinement, SDEdit [48] enables the repetition of the
denoising process to gradually improve output quality but
lacks the ability to provide editing guidance. Recently,
DOODL [75] demonstrates a direct latent optimization ap-
proach for image editing with the help of an invertible
ODE [76]. Being inspired by that work, we propose a re-
lated method with an improved optimization algorithm that
speeds up optimization. DNO can effectively be used in
various motion-related tasks making it suitable as a versa-
tile human motion priors. Additionally, we discover that an
invertible ODE is not required which makes DNO simpler
and convenient to use with minimal effort.

3. Background
3.1. Motion generation with diffusion model

A diffusion probabilistic model is a denoising model that
learns to invert a diffusion process. A diffusion process
is defined as q(xt|x0) = N (

√
αtx0, (1 − αt)I) where

x0 is a clean motion and xt is a noisy motion at the
level of t defined by noise schedule αt. With the diffu-
sion process, we can infer an inverse denoising process
q(xt−1|xt,x0). Now, we can train the diffusion model
by predicting q(xt−1|xt,x0) with a learned pθ(xt−1|xt, c),
which is parameterized by a function dθ(xt, c) where c is
additional conditions, e.g. text prompts. Conditioning is
particularly useful for specifying what kind of motion ac-
tivity we want from the model.

While diffusion models are stochastic, there exist deter-
ministic sampling processes that share the same marginal
distribution. These processes include those defined by prob-

ability flow ODE [71] or by reformulating the diffusion pro-
cess to be non-Markovian as in DDIM [68]. To obtain
a sample based on deterministic sampling, we can solve
the associated ODE using an ODE solver starting from
xT ∼ N (0, I).

3.2. Diffusion model inversion

Diffusion inversion is a process that retrieves the corre-
sponding noise map xT given an input x0. Under determin-
istic sampling, the associated ODE not only describes the
denoising process from xT to x0 but also its reverse from
x0 to xT , which is achievable by solving the ODE back-
ward. However, the fidelity of this inversion relies on the
smoothness assumption dθ(xt) ≈ dθ(xt−1), which is un-
likely to hold true when solving the ODEs with just a few
discretization steps. For tasks requiring multiple back-and-
forth evaluations between xT and x0, an alternative inver-
sion method is available [76].

3.3. Motion representation

The relative-root representation [17] has been widely
adopted for text-to-motion diffusion models [73]. The rep-
resentation is a matrix of human joint features over the mo-
tion frames with shape D×M , where D = 263 and M are
the representation size and the number of motion frames,
respectively. Each motion frame represents root relative ro-
tation and velocity, root height, joint locations, velocities,
rotations, and foot contact labels. As the relative represen-
tation abstracts away the absolute root location, it can im-
prove the generalization of motion models but makes the
controllable generation more challenging [33, 73].

4. Diffusion Noise Optimization
A straightforward way to obtain a motion that fulfills a cri-
terion L(x) is by optimizing x∗ = argminx L(x) via iter-
ative optimization such as gradient descent. However, op-
timization in this representation space often yields implau-
sible results as most motion samples x ∈ RD×M do not
encode plausible motions. This motivates performing op-
timization on an expressive latent space z which provides
valid motion samples when decoded. The new optimization
task becomes

z∗ = argmin
z
L(f(z)) (1)

Such optimization has led to the success in image editing of
GANs [21, 32], enabled by its smooth latent space z whose
mapping is parameterized by a powerful generative model
f(z) and learned from a large dataset. In this work, we show
that the latent optimization extends well to f , parameterized
as pretrained diffusion models in the motion domain.

For diffusion models, our choice of the latent variable is
the diffusion’s noise at time T , z = xT . While xT is not

3



ODE

Motion

BackpropGrad

Criteri
on

𝒙𝑻
(a) At each optimization step, DNO maintains the output motion equality
by making a step in the latent space xT , which is decodable to a realistic
motion almost everywhere.

L

𝒙𝑻"𝟏 𝒙𝟏…
d dddf : 𝒙𝑻 𝒙

f𝒙𝑻 L𝒙
𝛁𝐋

Optimizer step

f𝒙𝑻 L
𝛁𝐋

Optimizer steps

f𝒙𝑻

d Motion diffusion modelCriterion

Diffusion Noise Optimization

𝒙

𝒙

(b) DNO’s step direction is obtained from the gradient of a task-specific
criterion L via backpropagation through an ODE solver, f(xT ) =
ODESolver(d(·),xT ). At convergence, the optimized xT is ultimately
decoded via the ODE solver to get the prediction x0.

Figure 2. Diffusion Noise Optimization (DNO).

perfectly smooth [56, 68], xT offers the highest-level ab-
straction readily available. Now, getting the output x from
a diffusion model d(·) requires solving an ordinary differ-
ential equation (ODE) using an ODE solver [71]. We now
see Equation 1 as

xT
∗ = argmin

xT

L(ODESolver(d(·),xT )) (2)

This allows us to approach many motion tasks simply by ad-
justing the task-specific criterion L while keeping the mo-
tion model, d, intact. In this work, we use the DDIM-ODE
[68] and its solver.

This optimization is iteratively solved using gradient de-
scent. Starting from a certain noise xT , we solve the ODE,
arrive at a prediction x, and evaluate the criterion function
L(x). Then, we obtain the gradient ∇xT

L(x) by back-
propagating through the ODE solver. An optimizer updates

xT based on the gradient, possibly with a small random
perturbation to encourage exploration [32, 75]. We repeat
this until convergence. The final output is the motion ob-
tained by solving the ODE one last time with the optimized
xT . We call the above algorithm Diffusion Noise Optimiza-
tion (DNO) and summarize it in Algo. 1.

Maintaining the intermediate activations for solving the
ODE during backpropagation can be memory-intensive.
This issue can be addressed with gradient checkpointing
[11] or an invertible ODE [75, 76], at the cost of more com-
putation or model complexity. In the motion domain, im-
pressive results can be achieved from an ODE solver with a
minimal number of function evaluations and feasible mem-
ory overhead. Given the ongoing efforts to reduce diffu-
sion sampling steps, as evidenced in distillation [43, 65, 72]
and high-order solvers studies [44, 45, 91], our simple de-
sign, despite requiring back-propagation through all steps,
can become increasingly relevant and applicable.

Optimization through ODE solver. Empirically, gradients
via backpropagation through the ODE solver have norms
spanning multiple orders of magnitude, making the opti-
mization unstable and slow. We instead propose to nor-
malize the gradient to have a unit norm, which optimizes
faster in practice. Normalized gradient methods are also
found to help escape saddle-point in the loss landscape
faster [12, 49]. When combined with momentum, the up-
date becomes a moving average of directions, which is ro-
bust to gradient norm outliers.

Algorithm 1 Diffusion Noise Optimization

Require: xT , motion model d, ODESolver, Optimizer,
criterion L, learning rate η, perturbation γ (default 0)

1: while not converged do
2: x← ODESolver(d(·),xT )
3: ∇ ← ∇xT

L(x) ▷ Task-specific
4: xT ← Optimizer(xT ,∇/∥∇∥, η) + γN (0,1)
5: end while
6: return ODESolver(xT , f)

DNO fundamentally differs from a guided motion diffu-
sion method [33] in how the criterion L(·) is computed at
each iteration. For guided diffusion methods, the criterion is
computed on an expected x̂ = E[x0|xt] at a denoising step t
[69, 83] that is L(xt) = Ep(x0|xt)L(x0) ≈ L(x̂), resulting
in severe error when Var[x0|xt] is large. For DNO, the cri-
terion is exactly computed on x after the full-chain denois-
ing which eliminates the approximation error. We further
discuss these differences in the supp. mat.

5. Applications
We demonstrate the versatility of DNO on a wide range
of conditional motion synthesis tasks. These tasks can be
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solved by designing a task-specific criterion L, along with
any additional auxiliary loss functions. The method for ini-
tializing the noise xT can vary depending on the task. In
the following sections, x refers to an output from an ODE
solver which is a function of xT .

5.1. Motion editing and control

The goal of motion editing tasks is to modify a given refer-
ence motion xref to satisfy certain objectives. These objec-
tives may include following a specific trajectory, conform-
ing to specified poses in all or some keyframes, and avoid-
ing static or moving obstacles, all while preserving the key
characteristics of the input motion.

Editing to follow trajectories and poses. Editing a motion
to follow a specific trajectory or to match specific poses can
be easily achieved by minimizing the average distance be-
tween each generated joint location and its corresponding
target location. Target locations can be specified for any
subset of joints in any subset of motion frames.

Specifically, let ckj ∈ R3 be the target location for joint
j at keyframe k, and ĉkj be its generated location from the
current motion x. The loss function can be defined as:

Lpose(x, O) :=
1

|O|
∑

(j,k)∈O

∥∥ĉkj (x)− ckj
∥∥
1
, (3)

where O is the observed set containing (j, k) pairs denoting
the target joints and keyframes determined by the task.

Editing to avoid obstacles. Obstacles can be represented
as a signed distance function (SDF), whose gradient field
defines the repelling direction away from the obstacles. The
loss function can incorporate a safe distance threshold τ ,
beyond which the gradient becomes zero such that

Lobs(x) :=
∑
j,k

−min
[
SDFk(ĉkj (x)), τ

]
, (4)

where SDFk is the signed distance function for obstacles
in frame k, which may vary across frames in the case of
moving obstacles.

Preserving original characteristics. When modifying, for
example, a jumping motion to align with a certain trajectory,
it is crucial to retain key aspects of the jump like its rhythm,
height, and overall body coordination. This can be achieved
using two means. First, we invert the reference motion xref
using diffusion inversion to obtain the corresponding noise
sample xT ref = ODESolver−1(d(·),xref) and use xT ref as
the intial value for xT we are optimizing. Second, we pe-
nalize the distance between xT ref and xT to ensure that it
remains close to the reference motion during optimization:

Lcont(xT ) := ∥xT ref − xT ∥2 . (5)

Many motion editing tasks can be solved using a combina-
tion of these loss functions with a set of balancing weights

L(·) = Lpose(x) + λobsLobs(x, O) + λcontLcont(xT ) (6)

5.2. Motion refinement and completion

The tasks in this category is to reconstruct a motion from
noisy and/or incomplete input. This class of tasks includes
completing a motion with missing frames or joints, seam-
lessly blending motions together, denoising a noisy motion,
or any combination of these tasks.

Motion refinement. Given a noisy input motion, motion
refinement seeks to enhance the input so that it becomes
more realistic. We can solve this problem simply by start-
ing the optimization from a random xT ∼ N (0, I), set-
ting the observed set O to include all joints from the in-
put noisy motion, and optimizing Lpose(x, O). While using
Lpose here may seem counterintuitive, as it seeks to match
the predicted motion to the original noisy input, DNO is
able to generate a plausible motion by eliminating the noise
components from the motion.

Since this optimization begins with a random noise xT ,
the initial prediction can be far from the desired predicted
motion, requiring significant changes on xT with several
optimization steps, which tend to correlate neighboring
noises and reduce the representation capacity. We empir-
ically find that regularizing the noise to decorrelate each la-
tent dimension alleviates the foot skating problem. Inspired
by StyleGAN2 [32], we introduce a latent decorrelation loss
across motion frames:

Lm
decorr(xT ) =

1

mD

m∑
i=1

xT,m(i)⊤xT,m(i+ 1). (7)

We apply this loss at several scales of temporal resolutions
m ∈ {M,M/2,M/4, . . . , 2}. Specifically, starting with
the original length M , we downsample the sequence’s tem-
poral resolution by half via average pooling two consecutive
frames successively.

This loss, summed over resolutions, encourages more
plausible motions and can be used together with Lpose for
motion refinement:

L(·) = Lpose(x, O) + λdecorr

∑
m

Lm
decorr(xT ) (8)

Motion completion. Unlike motion refinement, where its
input contains complete joint information for all frames,
this task involves taking an incomplete motion, that may
be noisy, as input and seek to fill in the missing informa-
tion. We begin the optimization with xT ∼ N (0, I) and
apply the same loss in Equation 8, but with O containing
the existing joints in the input motion for Lpose(x, O) term.
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6. Experiments

Datasets. When applicable, we evaluate generated mo-
tions on the HumanML3D [18] dataset, which contains
44,970 motion annotations of 14,646 motion sequences
from AMASS [47] and HumanAct12 [16] datasets.

Motion diffusion model. As DNO is plug-and-play and
model-agnostic, it works with any trained motion diffusion
model. When paired with MDM [73], which is trained on
the HumanML3D dataset, we name the combination DNO-
MDM. We retrained MDM with Exponential Moving Aver-
aging [24] with no further modifications to help stabilize the
model, which was previously found to produce inconsistent
output between checkpoints.

DNO implementation details. We use Adam optimizer
[36] with a learning rate of 0.05, a linear warm-up for the
first 50 steps, and a cosine learning rate schedule to zero for
the entire optimization. We use a unit-normalized gradient.
We set the coefficients λcont = 0.01, λdecorr = 103, λobs =
1.0, and the perturbation amount γ = 0. This design choice
is explored in Section 6.3.

For editing tasks, we obtain the initial xT from DDIM-
100 inversion on MDM [73] without text conditions. The
subsequent optimization is run for 300 steps, which takes
approximately 3 minutes on an Nvidia 3090 GPU. For
refinement tasks, the optimization is run for 500 steps.
DNO optimization with DDIM-10 and a batch size of 16
requires 18 GB of GPU memory. Optimization in all tasks
is also done without text conditions to the diffusion model.
Gradient checkpointing [5, 11] can be used with DNO to
reduce memory usage further for a low-memory GPU at the
cost of more computation.

6.1. Motion Editing

Given an input motion, we generate 16 edited motions us-
ing DNO, each with a single randomly chosen keyframe be-
tween frames 60 and 90 (i.e., 2-3 seconds after the start).
The objective is to change the pelvis position to a random
target location within an area ranging from -2m to 2m with
respect to the initial position. We conducted this experiment
on 6 input motions, resulting in a total of 96 edited motions.
To generate the input motions, we use the prompt “a person
is [action]” with a predetermined [action]. During editing,
DNO does not leverage the text prompt or the action class.

Evaluation metrics. We focus on three main aspects: (1)
is the output motion realistic?, (2) can it fulfill the editing
objective?, and (3) how much are the original motion char-
acteristics preserved after editing?

To evaluate the realism of the output, we measure Jitter
and Foot skating ratio, following prior work [18, 33, 82].
Jitter is a proxy for motion smoothness, measuring the
mean changes in acceleration of all joints over time in

Table 1. Motion editing evaluation on specific actions generated
from MDM given the text prompts. We focus on actions that can
be distinctly classified per frame basis. The Content Preservation
scores are computed against the inputs.

Action Content ↑
Preserve

Objective ↓
Error (m)

Foot ↓
skating ratio

Jitter ↓

“jumping”
Input 1.00 1.62 0.01 1.42
GMD [33] 0.64 0.22 0.12 3.07
DNO-MDM Edit 0.95 0.00 0.05 1.31

“doing a long jump”
Input 1.00 3.03 0.01 1.20
GMD 0.59 0.22 0.15 4.10
DNO-MDM Edit 0.92 0.00 0.07 1.34

“walking with raised hand”
Input 1.00 2.76 0.01 0.24
GMD 0.65 0.16 0.11 0.51
DNO-MDM Edit 0.92 0.00 0.05 0.32

“crawling”
Input 1.00 1.83 0.06 0.47
GMD 0.79 0.15 0.04 2.76
DNO-MDM Edit 0.94 0.00 0.08 0.48

102m/s3. Foot skating ratio is a proxy for the incoherence
between the trajectory and human motion, which measures
the proportion of frames in which a foot skates for more
than a certain distance (2.5 cm) while maintaining the con-
tact with the ground (foot height < 5 cm).

To evaluate the success in the editing task, we use Objec-
tive error, which measures the distance between the target
location of the edited joint at a specific frame and the cor-
responding joint position in the output motion. When the
editing is performed on the ground plane, this metric mea-
sures the 2D distance.

While metrics leveraging action classifiers can provide a
coarse evaluation of whether the action class is preserved or
not after the editing, we require a more precise approach to
quantify the content similarity. We report the ratio of frames
in which both motions, before editing and after, perform the
same action throughout the entire sequence, which we call
Content preservation ratio. The criteria to determine if two
actions are the same are action-dependent. The ratio will
be 1 if both motions perform the same action in all frames.
Since there are no established methods for per-frame con-
tent similarity, in this work, we consider only distinct ac-
tions for which the boundaries of the actions can be clearly
defined: For “jumping”, the action is defined as having both
feet more than 5cm above the ground. For “raised hands”,
both hands need to be above the head. For the “crawling”
motion, the head needs to be below 150 cm.

Results. As shown in Table 1, our proposed DNO outper-
forms GMD [33], the state of the art in spatially-conditioned
motion generation, in all actions and metrics, except for
Foot skating ratio on “crawling.” Overall, our method

6



Figure 3. Qualitative results from motion editing task. Each line
indicates the starting and target location of the selected joint at a
specific keyframe.

achieves significantly lower Jitter. Furthermore, our higher
Content preservation ratio suggests that our approach re-
tains the original content if editing is not necessary while
successfully achieving the editing objectives, as indicated
by the low Objective errors.

We present qualitative results of the edited motions
across various tasks in the supplementary video. To follow
a desired trajectory, we can use a set of target locations for
the pelvis. Similarly, our DNO can edit motions to avoid ob-
stacles without requiring explicit target keyframes. Further-
more, our method enables fine-grained editing by targeting
individual joints such as the hand joint or an entire pose at
a specific keyframe. Please refer to the supp. mat. for addi-
tional qualitative results.

6.2. Motion Refinement

We evaluate motion refinement performance on a random
subset of size 300 from the test set of the HumanML3D
dataset in two setups. First, we assess if DNO can recover
a clean and plausible motion from a noisy input motion by
adding Gaussian noise with a standard deviation of 5 cm to
all axes of all joints. We then evaluate the motion refinement
performance for an input motion with incomplete and noisy
joint information in three scenarios: (1) six joints: head +
two hands + two legs + pelvis, (2) eight joints: six joints +
two shoulders, (3) ten joints: eight joints + two knees.

Evaluation metrics. As in the motion editing tasks, we re-
port Foot skating ratio and Jitter as well as the established
Mean per-joint pose error (MPJPE) between the ground-
truth and predicted motions, and FID which measures the
distance between the ground-truth and synthetic data distri-
butions using a pretrained motion encoder [16].

Results. As shown in Table 2, we observe that, in every ex-
periment, DNO successfully improves the signal by reduc-
ing MPJPE beyond the input level and producing smooth
and realistic motions. We demonstrate that DNO’s per-
formance scales with the base model by pairing it with

Table 2. Noisy motion refinement results (noise std. 5 cm) on a
subset of HumanML3D [18] dataset. All experiments were run
with N = 300. FIDs are computed against Real except Real’s
FIDs which are computed against a holdout set from the dataset.
HuMoR* means we exclude the sequence when its optimization
fails. DNO-MLD* runs with 1,000 optimization steps.

MPJPE ↓
observed (cm)

FID ↓ Foot ↓
skating ratio

Jitter ↓

Real 0.0 0.50 0.08 0.50

All joints

Noisy 11.1 58.76 0.66 28.60
HuMoR* [59] 7.2 0.87 0.13 0.33
GMD 25.7 6.91 0.08 0.81
DNO-MDM 9.1 0.69 0.07 0.36
DNO-MLD* 10.41 0.27 0.11 1.37
DNO-GMD 7.0 0.10 0.08 0.89

Six joints

Noisy 11.6 58.73 0.66 28.61
HuMoR* 8.8 1.40 0.10 0.20
GMD 31.2 7.07 0.08 0.80
DNO-MDM 8.8 1.15 0.07 0.38
DNO-MLD* 11.4 0.56 0.10 1.35
DNO-GMD 7.5 0.36 0.07 0.97

Eight joints

Noisy 11.4 58.73 0.66 28.61
HuMoR* 8.5 1.19 0.14 0.20
GMD 29.9 6.99 0.08 0.80
DNO-MDM 9.3 0.85 0.07 0.36
DNO-MLD* 11.6 0.42 0.11 1.36
DNO-GMD 7.2 0.13 0.08 0.96

Ten joints

Noisy 11.3 58.73 0.66 28.61
HuMoR* 9.3 1.06 0.13 0.21
GMD 28.4 6.88 0.09 0.80
DNO-MDM 9.0 0.66 0.08 0.39
DNO-MLD* 11.0 0.43 0.11 1.35
DNO-GMD 7.1 0.12 0.07 0.96

three motion diffusion models (ordered by FID from high-
to-low on motion generation): MDM [73], MLD [6], and
GMD [33]. The DNO-GMD combination outperforms the
weaker combinations, DNO-MLD and DNO-MDM, and
the optimization-based motion prior HuMoR [60]. And
any DNO combination outperforms the guided diffusion
method, GMD, in the motion refinement task. For the GMD
baseline, we use the spatially-conditioned generation as in
the original paper. While it also successfully denoises the
motion (low Jitter 0.8), it struggles to satisfy fine pose sig-
nals and can only follow trajectory guidance leading to high
MPJPE > 25 cm. We also tried SDEdit [48] on motion re-
finement, however, it cannot deal with such a level of noise
while being able to retain the original motion. Additional
details and tasks such as motion completion, blending, and
in-betweening, are discussed in the supplementary. Note
that, unlike the task-specific methods such as [14, 31], our
method is never trained specifically for these tasks.
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Table 3. Ablation study on the noisy motion refinement task (std.
1 cm) results on a subset of HumanML3D [18]. All experiments
were run with N = 300. FIDs are computed against Real except
Real’s FIDs which are computed against a holdout set from the
dataset.

MPJPE ↓
all (cm)

FID ↓ Jitter ↓ Foot ↓
skating ratio

Real 0.0 0.50 0.50 0.08
Noisy 6.4 9.91 5.87 0.15

DNO 8.7 0.66 0.33 0.07
− Normalized grad. 30.2 4.13 0.34 0.06
− Norm grad. & Ldecorr 25.5 4.02 0.34 0.06
− Ldecorr 6.8 0.65 0.40 0.10
− LR scheduler & warmup 8.4 0.58 0.37 0.07

Perturb γ = 0 (DNO) 8.7 0.66 0.33 0.07
Perturb γ = 2× 10−4 8.5 0.75 0.34 0.07
Perturb γ = 5× 10−4 8.4 0.73 0.36 0.07
Perturb γ = 10−3 9.1 0.91 0.34 0.07

Optimize for 300 steps 12.1 1.48 0.31 0.07
Optimize for 500 steps (DNO) 8.7 0.66 0.33 0.07
Optimize for 700 steps 7.2 0.54 0.36 0.07

DDIM 5 steps 9.8 0.90 0.36 0.09
DDIM 10 steps (DNO) 8.7 0.66 0.33 0.07
DDIM 20 steps 7.9 0.92 0.34 0.07

6.3. Ablation studies

To motivate and justify DNO’s design choices, we con-
ducted experiments on a surrogate motion refinement task,
where we add noise with a standard deviation of 1 cm to an
input motion and seek to recover the original motion.

Normalized gradients. As ODESolver(·) involves itera-
tive calls to the diffusion model, the gradients can become
highly unstable. In our experiments, we observe that the
gradient norms can span multiple orders of magnitude, lead-
ing to slow or poor convergence. Table 3 demonstrates that
our choice of using normalized gradients has improved the
solutions by reducing MPJPE (which corresponds to the
lower Lpose value) from 30.2 to 8.7 cm.

Decorrelating noise. DNO’s main motivation is to identify
a latent sample that is capable of generating a plausible mo-
tion while fulfilling the task-driven constraints. However,
in practice, not all latent samples yield a plausible motion
sample. One of the factors accounting for this is the un-
correlated random noise samples that the diffusion models
are trained with. Correlated latent samples often results in
poor motion samples. For example, the latent sample with
all zeros has the highest likelihood, yet often generates low-
quality motions. Our Ldecorr, motivated by this observation,
discourages correlations across the time axis in xT . Table
3 demonstrates that this loss directly contributes to the mo-
tion quality. It significantly improves the Foot skating ratio
from 0.10 to 0.07 and the Jitter from 0.40 to 0.33, though at
the cost of an increased optimization difficulty as indicated

by the rise in MPJPE from 6.8 to 8.7. However, while it is
rather straightforward to improve the MPJPE by increasing
optimization steps, it is more challenging to fix the artifacts
in the generated motion.

Random perturbation. As suggested in multiple studies
[32, 75], random perturbation is theoretically motivated as
a facilitator of exploration, which helps optimization escape
from local minima. To ensure that γ converges to zero, we
tie γ with the learning rate scheduler, which has a warm-up
period and a cosine decay. We found that small γ’s may
decrease the optimization errors only marginally, while a
larger γ = 10−3 has a negative impact on the optimization,
yet they all produced motions with worse FIDs. While the
results are not exhaustive, they serve as a piece of evidence
to support our choice of γ = 0.

ODE solver steps. We experimented with varying the num-
ber of DDIM sampling steps from 5, 10, 20, which produce
MPJPE scores of 9.8, 8.7, and 7.9, respectively. This sug-
gests that higher DDIM steps may be able to capture finer
motion detail. We chose 10-step sampling as a balanced
choice between result quality and resource usage.

7. Discussion and Limitations

In this work, we proposed DNO a simple and versatile
method to use a pretrained motion diffusion model as uni-
versal motion priors. We show that DNO can leverage the
motion priors to achieve precise and fine-grained control for
motion editing. Apart from editing, we demonstrate that
our formulation can be extended to a wide range of motion
tasks. Our method is plug-and-play and does not require
training a new model for every new task. DNO is, how-
ever, not a perfect motion priors. It works better when the
observation has good coverage of the human body. While
the decorrelation loss does help, there are situations where
DNO cannot easily project to a realistic motion. Ultimately,
the effectiveness of our method is limited by the perfor-
mance of the underlying diffusion model; nevertheless, we
expect the performance of the base model to increase as the
community is searching for better model designs and col-
lecting more training data. As the inference speed of the
diffusion model keeps increasing, we hope to overcome the
speed limitation of our optimization framework to achieve
interactive motion editing. In summary, our extensive stud-
ies on diffusion noise optimization effectiveness can serve
as a useful basis for leveraging existing diffusion models to
solve a wider range of tasks.
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Optimizing Diffusion Noise Can Serve As Universal Motion Priors
**Appendix**

A. Motion completion

Table A.1 shows the results of the motion completion task.
The task is evaluated under the same setting as the motion
refinement task in the main paper, except that the ground
truth joint locations are given without added noise. The goal
of the task is to generate the full-body motion given partial
joint observations.

The results are consistent with the motion denoising ex-
periment where DNO’s performance scale with base model,
DNO-GMD outperforms other baselines regarding MPJPE
and FID, while HuMoR tends to produce smoother motions.

Table A.1. Motion completion results on a subset of HumanML3D
[18] dataset. All experiments were run with N = 300 except
DNO-MLD* which runs with 1,000 optimization steps. FIDs are
computed against Real. The Real’s FIDs are computed against
a holdout set from the dataset. HuMoR* means we exclude the
sequence when its optimization fails.

MPJPE ↓
observed (cm)

FID ↓ Foot ↓
skating ratio

Jitter ↓

Real 0.0 0.50 0.08 0.50

Six joints

HuMoR* 8.7 1.53 0.13 0.17
GMD 31.1 7.08 0.08 0.79
DNO-MDM 8.5 1.31 0.07 0.33
DNO-MLD* 11.0 0.67 0.10 1.29
DNO-GMD 6.6 0.30 0.07 0.92

Eight joints

HuMoR* 8.4 1.22 0.13 0.17
GMD 29.8 7.06 0.08 0.79
DNO-MDM 8.7 0.98 0.07 0.34
DNO-MLD* 11.3 0.51 0.11 1.30
DNO-GMD 6.6 0.12 0.08 0.93

Ten joints

HuMoR* 8.3 1.06 0.12 0.18
GMD 28.4 6.88 0.08 0.79
DNO-MDM 8.6 0.80 0.07 0.36
DNO-MLD* 11.3 0.49 0.11 1.31
DNO-GMD 6.5 0.11 0.07 0.93

B. Additional motion-related tasks

Under the DNO framework, the same method presented in
Algorithm 1 can be adapted to many motion-related tasks
without retraining the model. In this section, we present
different settings of DNO for motion blending and motion
in-betweening tasks. The qualitative results are presented in
our supplementary video.

B.1. Motion Blending.

For motion blending, the goal is to smoothly transition from
one distinct action to another. The inputs are two motion
sequences and the expected output is a long motion that
combines the two input motions together. With DNO, the
problem can be formulated in the same manner as the mo-
tion refinement and completion task (Sec. 5.2), where the
joint locations of the concatenated input motions are used
as targets and the optimization is initialized from a random
xT ∼ N (0, I). To facilitate a smooth blending between
motions, we define a 10-frame window around the concate-
nated frame as a transition period where we drop all target
joints. Consequentially, the model needs to fill in this tran-
sition according to its motion prior. We set the content cri-
terion λcont = 0.0, λdecorr = 103, the perturbation amount
γ = 0, and the optimization step to 1000 for this task.

B.2. Motion In-betweening.

For motion in-betweening, the inputs are the starting pose
and the ending pose, given by the location of each joint.
The goal is to generate the in-between motion according to
those two poses. Similar to motion blending and motion
completion, this task can be formulated as an optimization
with partial observation as targets. We use the same setting
as in the motion blending task with the only difference being
the number of target joints.

C. Why we do not report FID for motion edit-
ing.

As the motion Fréchet inception distance (FID) is a mea-
surement between two data distributions, it requires a large
number of samples in both datasets [16]. For the motion
editing task, only one motion sequence exists before edit-
ing and only a few sequences exist after editing, thus there
are not enough data points to measure a meaningful FID.

D. GMD implementation details
To compare with GMD [33], we use the released model with
Emphasis projection and Dense gradient propagation for all
tasks. The trajectory model is not used. When conditioned
on the ground locations, we use the provided point-to-point
imputing method until t = 20 as suggested in their exper-
iments. The guidance is provided using the same criterion
terms used in our method for all tasks. As GMD does not
support editing while preserving the content, in the editing
task, we instead provided the text prompt together with the
target condition as inputs for the motion editing task. The
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observed joints are used without text conditioning for noisy
motion refinement and motion completion.

E. HuMoR implementation details

We use the officially released version of HuMoR [60] which
uses both the pose prior and motion prior for evaluations.
We note that the released model is trained on a subset of
the AMASS dataset [47] at 30 FPS which does not entirely
overlap with the 20 FPS sequences in the HumanML3D
dataset [18]. The HuMoR code accepts the FPS number and
does its interpolation to match the input with its learned mo-
tion prior. We also noticed that HuMoR optimization fails
on some sequences in the test set, resulting in NaN error.
We removed those sequences when computing the metrics
for HuMoR.

F. SDEdit on motion refinement

We include SDEdit [48] results on the motion refinement
task in Tab. F.1. We tried all possible hyperparameters t in
100 increments from 100-1000. Except for the very extreme
values of t = 1000, SDEdit exhibits unrealistic motions af-
fected by the presence of noise in the original motion rep-
resentation with high FID and Jitter. At t = 1000, SDEdit
becomes a normal DDPM generative process, and no orig-
inal content is preserved. In all cases, SDEdit fails to pre-
serve the original content suggested by very high MPJPE.
Note that the high FID of 29.73 for t = 1000 comes from
the fact that the motions generated from MDM without any
text prompts are heavily biased toward simple motions, e.g.
standing, which do not capture the wide range of possi-
ble motions in the HumanML3D dataset. We conclude that
SDEdit is not an effective motion refinement method.

Table F.1. SDEdit [48] results on the motion refinement task (noise
std. = 5 cm.). We used the default number of repetitions k = 3 in
all of the following experiments.

MPJPE ↓
observed (cm)

FID ↓ Foot ↓
skating ratio

Jitter ↓

All joints

Real 0.0 0.48 0.08 0.50
Noisy 11.4 58.82 0.66 28.61
SDEdit (t=100) 346.3 36.10 0.12 3.12
SDEdit (t=200) 313.6 33.92 0.14 1.61
SDEdit (t=300) 288.7 32.47 0.14 1.11
SDEdit (t=400) 259.4 31.24 0.13 1.01
SDEdit (t=500) 226.3 30.53 0.12 0.86
SDEdit (t=600) 187.2 28.99 0.10 0.93
SDEdit (t=700) 150.2 27.76 0.09 1.48
SDEdit (t=800) 122.7 30.83 0.08 2.35
SDEdit (t=900) 79.2 19.09 0.06 1.33
SDEdit (t=1000) 68.2 29.73 0.00 0.04

.

F.1. Qualitative Results

Please check our supplementary video for qualitative re-
sults from DNO in all tasks including motion editing, re-
finement, blending, and in-betweening.

G. Differences from guided diffusion method
While both DNO and loss-guided or classifier-guidance dif-
fusion methods [13, 33, 69, 83] can be used to produce mo-
tion samples with specific guidance objectives, these pro-
cesses are completely different.

The loss-guided or classifier-guidance diffusion method
(LGD) is a sampling technique that uses the gradient of a
loss function to steer the trajectory of the diffusion sam-
pling. The process is done in one full-chain sampling and
outputs a sample that follows the guidance.

In contrast, DNO is a latent optimization technique
where each optimization step involves a full-chain diffusion
sampling. The output is a latent code whose decoded sam-
ple follows the guidance.

The differences between DNO and LGD also have the
following practical implications:

1) Latent optimization (DNO) does not have approx-
imation error during guidance because it operates on
the exact output x0 from solving the full-chain diffusion
process via an ODE solver, while in LGD, the loss crite-
rion L(·) is approximately computed on an expected x̂ =
E[x0|xt] as explained in Eq. 7, 8 of [69] and [83] as fol-
lows:

L(xt) = Ep(x0|xt)L(x0)

≈ L(x̂)

The approximation error is severe when Var[x0|xt] is large,
particularly near the beginning where T ∼ 1000. This
means the guidance is only effective near the end of the de-
noising process. Empirically, we observe that GMD [33]
does not reach the targets as well compared to DNO (25.7
vs 9.1 MPJPE, Table 2).

2) The latent space can serve as universal priors for
valid motions. DNO can answer the question “What is the
closest valid motion to the input x?” by optimizing latent
xT to produce a valid motion x0 that best matches the input
x. GMD, an LGD method, is ineffective at generating valid
motions from noisy inputs as shown in the refinement task
in Table 2.

3) LGD cannot easily preserve content (Tab. 1). As
editing in LGD is equivalent to new conditional sampling
with the input motion, it is not obvious how to specify what
aspects of the input motion are to be preserved and how to
preserve them with LGD.

Most recent developments in diffusion image editing op-
erate on the latent noise space with the help of the condi-
tional inversion process [28, 76]. This direction further bol-
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sters the merits of DNO as a latent approach for content
preservation. The latent space naturally provides smooth
transitions between valid motions; samples that are close in
latent space xT are also likely to be close in motion space
x0. DNO enables content-preserving editing through min-
imal updates on the latent space and results in a minimal
change in the input motion to fulfill the objectives.

As shown in the experiments, DNO enables a wide range
of tasks that require precise control, motion prior, or content
preservation, which cannot be effectively solved with LGD.
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